Automating VNF Management (ECOMP

White paper available @ att.com/ ecomp
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NFV/SDN 3

A Although SDN provides automated management of Layer 1-3
networks it is insufficient for networks based on layers 4 -7 such
as IMS and mobility networks (LTE, 5G)

A NFVs are used to create Application Servers and other IMS e
components 1

SDN Control Logic

A NFVs are also used to create mobility network elements which
behave as a layer 7 application providing a network role.

A A single NFV can be decomposed into several virtual functions,
these may be composed of many virtual function components,
all of these deployed in a variety of elastic configurations
across many virtual machines.

A SDN Control models donot provide for a more complex
ecosystem where interfaces are defined higher layers (4-7) of
the communications stack.




Framework for Automated NFV/SDN
Management

A With the removal of specialty hardware which was optimized
for the application more instances of the software will be
required in order to provide the same capacity.

A These elements are cheaper using the commodity hardware
and reusing the software.

A Use of standardized Hardware and component based
software increases the need for standardization.

A However, this increases not decreases the operations
demands for management and configuration of the network
to provide a stable platform for network communications

A Therefore there is a ﬁressing_demand for automated
management of the NFV environment.

A Interface standardization and ETSI Mano model is not a silver
bullet, these are merely stepping stones to a broader more
comprehensive model.
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ETSIONFV MANO and ECOMP Alignment
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~ ETSI MANO

Service VNF and Infrastructur
Description

VNF
Ve-Vnfm Manage(s)
_|_

VNF 2

I Vi-Vnfm

I Vn-Nf

Virtual Virtual Virtual

Computing Storage Network
H Nf-Vi Virtualised
Virtualisation Layer ————— Infrastructur
Vi-Ha Manage(s)

Hardware resources
Computing Storage Network
Hardware Hardware Hardware

o—e Execution Reference Points ---{--- Other Reference Points =—+— Main NFV Reference Points

AT&T ECOMP

OS9IBSS ECOMP Execution
Framework

ECOMP Design Framework

Meta Data for Serviga/NF and VNF
InfrastructurgDescription Constraintg Orchestrator
RecipesPolicies and processgs (MSO)

Ve-Vnfm-vnf VNF
VNF 2 VNF 3 | Controllers

Dvent ]

Virtual Virtual Virtual
Computing Storage Network Infrastructure
Nf-Vi Orchestrator

Virtualisation Layer —_—
Vi-Ha
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Infrastructure
Hardware resources Controller

Computing Storage Network
Hardware Hardware Hardware

e—e Execution Reference Points ---{--- Other Reference Points —— Main NFV Reference Points
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ECOMP Platform

<
Design Time Framework s Execution Time Framework

Collaborative, catalog-driven “self-service” design studio % Autonomic framework that manages the full lifecycle of

- Define resources, services and products D2 infrastructure, networks and services

- Create and manage models, processes, policies and - Uses definitions/models provided by design modules
analytics for creation and lifecycle management - Orchestrate delivery & augmentation

Systematic evaluation, certification and onboarding of - Monitor & manage via analytics guided by SLAs &

technology supply chain policies

Institutionalize content & models for consistent Control capabilities to execute configuration, real-time

implementation & technology insertion policies and control the state of distributed network

Single platform to define and deploy instantiation, components and services

management and control definitions and behaviors Instantiate, configure and manage the lifecycle of

resources, topology and service implementations
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The ECOMP (Enhanced Control, Orchestration, Management & Policy) platform is the part of the larger D2 ecosystem that is responsible for the efficient control, operation
and management of D2 capabilities and functions. It specifies standardized abstractions and interfaces that enable efficient interoperation of the D2 ecosystem components.




ECOMP Portal

Design Functions -I Operations Functions

TRT Corvice | Dashboard -
ation poficy Lreanion ! j | ,
Manual Action

S T NN ‘ Inventory Management

Design Studio ) Policy Editor Analytics SDK A&A' Y 8 I

KPS, Atare, @ i | Active / Available l | Entitlements l
7 . PSRy, \ SRy T T Operators, etc. | o epm— |

( Certification Studio ( Conflict Identification Topology ~

: . ‘ - [l visuatization Resource / Service Topology J

Policy Storage
[ Product

Resource

External Data Movement & APIs

(Resource Onboarding )} | Policy Rules —_—
: ‘ Service Catalog

Service Recipes
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ECOMP Common Services (Logging, Access Control, etc.), Data Movement & Internal APIs

= ‘s
Analytic Applications Controllers '
? - ‘l’ f E ! | Engineering Rules & Inventory
‘ Streaming | Events | APIs lf o’ |
‘ Framework | Pub/Sub F— Service Logic Interpreter
Real-Time Collector | Batch Collector " NetworkAdapters | Application Adapters
Operational Management Framework (OMF)

Design / Creation Environment /

' F
A Storage Compute =% Networking Ap:/i'\éasti{ms
Execution Environment Managed Environment
~—— —




Meta-Data Driven

Common Model Framework

Descriptor Management Recipes
Describe what it is Describe how AT&T manages it
ID: 51 (Key) * Include Processes, Pelicies, APls
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Mame: Recording (Key) = |dentify Operation Control Interface
Tvpe: Volece Service - B.E., MSD, Cﬂntro"!rs, DChEJ etc.

Common Attributes: ..............

r‘ﬂ Add more as needed
[ usage p!
_ (=2 Monitor
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Composition
- S Dexter FEEFiLifeEs
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I E E Process
Data Flow / Call Flow

Capability APls Cperation I:.n-nln:;i - - Controllers
Dt:fﬂ'r-l‘. pability ‘%’ Interface (APIs)

ASDC Design Studio & Import Translator

ASDC Distribution Studio & Export Translator

ey Mgmt APls
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Design Environment




